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Verification of Recognition Accuracy of Cloths on Line of Sight Intersection of Cameras by Dual
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Recently, robots have been used in clothing industries for mass production with countless
merits. However, there remain many challenges for robots in recognition, pose (position and
orientation) detection operations, especially when the working object is deformable and every
working object has unique shape and color. This paper proposes a cloth handling system that
recognizes an unique cloth appeared in front of a robot by a photo-model-based approach. The
photo-model-based approach has been adopted since the photo-model can be made at once by
taking a photo of the unique cloth. In addition, we conducted verification experiments the
recognition accuracy when the object is placed at the line of sight intersection of left and right
cameras.
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1 緒言

1970年に「高齢化社会」になって以降，日本は 2007年に 65
歳以上の高齢化率が 21.5％となり「超高齢社会」に入った．内
閣府による「平成 27年版高齢社会白書」[1]によると，2014年
10月の時点の高齢化率は 26％で，今後も日本の高齢化率は上昇
傾向が続くとみられている．さらに少子化も伴い，今後少子高齢

化が進んでいく日本において，労働力人口の減少が大きな問題と

なっている．日本の労働力人口は，1998年をピークに現在に至
るまで減少し続けており，この先も減少傾向であると推測されて

いる．その影響により，これまで人間が行ってきた衣服の分類作

業などを代替するロボットのニーズが高まってきている．

　ハンドアイカメラロボットはカメラ視点を自由に選べる利便

性から産業用ロボットとしてビンピッキングなどに広く用いられ

ているが, 単眼ハンドアイを用いている場合が多くカメラ視線奥
行方向の位置・姿勢計測精度が良くないという問題がある．この

ためカメラとレーザーレンジファインダの組み合わせた認識方法

[2],[3] も研究されているが, カメラ画像内の認識対象物とレンジ
ファインダで距離を検出した対象物が同一物体であるという前提

「対象物体の同一性」があり, これが満たされていないとき誤認
識しロボットの誤動作の原因となる．複眼カメラ画像情報から対

象物の３次元位置・姿勢を計測する情報処理においても似た問題

が発生する．すなわち３次元空間内の物体上のある点が複眼カメ

ラ画像の中のどの点に対応しているかという「対応点の同一性」

の問題である．対応点の同一性が満たされない場合, 対象物の３
次元位置・姿勢情報は誤差を含む [4],[5]ことになる.一方, ビジュ
アルサーボに基づくロボット制御 [6]の研究では, 物体の運動モ
デルと非線形オブザーバを利用した物体運動の予測手法 [7]が提
案されているが, 認識誤差がゼロ近くまで減少するまでに時間が
かかるという問題がある．また, 単眼ではカメラの奥行き方向の
対象物の位置・姿勢計測が困難であることが指摘され, Luca ら
は既知のカメラの移動視に基づいてカメラと対象物までの距離を

推定する方法を提案している [6].
　我々の研究グループでは，衣服の分類作業に対してModel-based

Matching法及び遺伝的アルゴリズムを適用し，指定する属性 (対
象物の形状と色)を持つ対象物の認識とハンドリングの方法を提
案してきた [8]．本報では，対象物認識用の左右カメラの視線交
点上に対象物を設置して認識を行うメリットについて検証実験を

行い，その結果について報告する．

2 対象物の位置・姿勢計測法

本章では認識手法である，Model-based Matching法，GAを
用いた 3次元位置/姿勢計測法について述べる．本手法は当研究
室の先行研究である，ビジュアルサーボの技術を基礎としており，

図 1のようなマニピュレータロボット（PA10-三菱重工業株式会
社製）に 2 台のカメラを搭載したシステムを基準に構成されて
いる．

2.1 適合度関数の定義

左右ビデオカメラから入力される画像は，0 ∼ 359で表される
色相値によって構成される．探索モデルは，対象物の評価とその

周囲の色相変化を評価するために，内部領域 SR,in，SL,in と帯

領域 SR,out，SL,out によって構成される．ここで，右画像領域
IRrj

i における色相の評価値を p(IRrj
i )，左画像領域

ILrj
i におけ

る色相の評価値を p(ILrj
i )とする．対象物を評価する内部領域の

色相値評価分布を“+2”，背景を評価する内部領域の色相値評価
分布を“−0.005”，背景を評価する帯領域をのそれを“ 0.1”と
設定する．HIR(IRrj

i )は右カメラ画像の色相値，HMR(IRrj
i )はモ

デルの色相値，HB は背景の色相値である．色相値評価分布を次

式に示す．

第27回インテリジェント・システム・シンポジウム (FAN2017 in OKAYAMA) 
2017年11月7-8日

122



Cloth absorption 

pads

Target object (Cloth)

PA-10 robot 

Collection box

Dual-eyes cameras

Fig.1 Cloth handling robot system with dual-eyes cam-
eras
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このような正負の評価値をもつ探索モデルと画像との相関を表

す適合度関数を次式に示す．
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この関数は，右画像領域 IRrj
i の中で，SR,in(CRφ

j
M

) に重な
る入力画像の輝度値 p(IRrj

i ) の合計値から SR,out(CRφ
j
M

) のそ
れを差し引くことで，右画像の適合度 FR(CRφ

j
M

)を得る．左画
像おいても同様に適合度 FL(CLφ

j
M

)を計算し，これらを加算し
平均をとった適合度関数 F(Cφ

j
M

)を用いて，左右の画像を同時に
評価する．この適合度関数 F(Cφ

j
M

)は，立体モデルの持つ位置/
姿勢情報より一意に決定する関数であり，立体モデルが対象物と

一致すれば，左右画像においても対象物と探索モデルが一致する

はずである．ただし，FR(CRφ
j
M

) ≤ 0，または，FL(CLφ
j
M

) ≤ 0
の場合，FR(CRφ

j
M

) = 0，または，FL(CLφ
j
M

) = 0とする．

2.2 GAを用いた最適解探索法

前節で述べてきた適合度関数を用いることによって，対象物の

位置/姿勢を探索する問題は，適合度関数 F(CφM)の最大値を探
索する問題に置き換えることができる．本手法では，この最大値

を探索する最適化問題に対して GA を適応することで探索時間
の短縮を行う．また，個体の位置/姿勢情報を表す遺伝子情報を
以下に示す．
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個体の位置/姿勢はModel-based Matching法における立体モデ
ルの位置/姿勢を表しており，上位 36bit は 12bit ずつで，この
遺伝子で与えられる立体モデルの位置座標を表し，残り 12bitは，
立体モデルの姿勢を表している．次に，各個体は自分の位置/姿
勢情報を用いて式 (3) に示した適合度関数 F(Cφ

j
M

) より適合度
値を得る．この値の優劣により進化処理が行われ，世代交代によ

る次世代の集合が構成される．このとき，次世代の集合は前世代

において適合度が高かった位置/姿勢，つまり対象物を表す適合
度関数の最大値近辺に向かって近づく．この処理 (世代交代) を
繰り返すことにより，GAは対象物の位置/姿勢を表す最大値を
発見する．

3 認識精度の解析

本報では，左右カメラの視線交点上に対象物を置いた際の認識

精度を検証するために，1000回の繰り返し認識精度検証実験を
行った．まず実験環境と実験内容について示し，次に実験結果を

通して考察を行う．実験結果は，認識結果と真値との誤差平均と

標準偏差を求め，認識精度を確認した．

3.1 対象物のモデル生成

まず，図 2(a)に示すような単一色の背景をカメラから取得す
る．カメラ画像にある点 (i,j) の色相値 (H(i, j)) を計算し，式
(4) を用いて平均値 Haverage を求め，その値に基づいた背景の

色相値の範囲 Hbackground を式 (5)のように設定する．

640
X

i=0

480
X

j=0

H(i, j)/(640 × 480) = Haverage (4)

Haverage − 20 ≤ Hbackground ≤ Haverage + 20 (5)

次にモデルとなる対象物を図 2(b)のように設置し，背景を含
めた画像から色相値をとり，先ほど設定した背景の色相値範囲と

比較する．この時，範囲内に収まっている点は背景，範囲内に収

まっていない点をモデルとし，モデルのフレームを決定する．

次にモデル枠内の各点の色相値をサンプリングし，図 2(c)に
示されるような黒い点群で対象物の部分を示す面モデル (Sin)を
生成する．最後に，図 2(d)に示されるような赤い点群で背景と
重なる部分を示す帯モデル (Sout)を生成する．

3.2 実験環境

実験で用いるロボットと対象物の座標系をそれぞれ図 3と図 4に
示す．対象物座標系 ΣM をハンド座標系 ΣH から見た (x=0mm，
y=0mm，z=280mm)の位置に設定する．ΣM の中心を基準とし

て位置の認識範囲は 250mm×350mm，角度の認識範囲 θは-53◦

から 53◦，集荷トレイの大きさは 220mm×220mmである．

3.3 実験内容

本実験では，対象物を認識する際に左右カメラの視線交点で対

象物を認識する場合 (z =280[mm])と，左右カメラの視線交点よ
りもカメラに近い，または遠い位置に置かれている対象物を認識

する場合での GA による認識精度を確認した．左右カメラの中
心から対象物までの距離を 230, 280, 330, 380, 430, 480[mm]に
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設定し，それぞれ 1000回の繰り返し認識精度検証実験を行った．
今回の実験は，図 5に示す衣服サンプルを用い，左右カメラの取
り付け角度は 30[degree], 照度は 700[Lx]で行った．

Fig.5 Cloth sample

3.4 実験結果

全ての場合における x, y, z, θ 方向の認識結果の標準偏差を表
1，z=280[mm]の場合における x, y, z 方向の誤差の分布を，図
6-9, に示す．

Table 1 Standard deviation of 1000 recognition result
x[mm] y[mm] z[mm] θ[degree]

230[mm] 1.30 0.806 1.84 1.21
280[mm] 1.07 0.612 1.54 1.01
330[mm] 1.15 0.777 1.99 1.22
380[mm] 1.34 1.08 2.57 1.68
430[mm] 1.45 1.30 3.09 1.63
480[mm] 1.54 1.62 3.74 1.73
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Fig.6 Frequency distribution of error in x direction

表 1の結果より，左右カメラの視線交点上に対象物が置かれて
いる状態である z=280[mm]のとき，全ての方向において認識精
度が最も高くなっていることがわかる．また，図 6-9の結果によ
り，x, y, z方向の誤差の分布は± 10[mm]以内に収まっており，
角度は± 10[degree]以内に収まっていることがわかる．
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Fig.7 Frequency distribution of error in y direction
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Fig.8 Frequency distribution of error in z direction

0

20

40

60

80

100

120

140

160

-1
5

-1
4

-1
3

-1
2

-1
1

-1
0 -9 -8 -7 -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 7 8 9

1
0

1
1

1
2

1
3

1
4

1
5

F
re

q
u

e
n

cy
[t

im
e

s]

Angle error[degree]

Fig.9 Frequency distribution of error in θ direction

4 結言

本報では，左右カメラの視線交点上で対象物を認識した場合の

認識精度の検証について報告した．今回行った実験結果より，カ

メラの視線交点上に対象物を設置することのメリット，また，認

識精度の確認を行うことができ，高い精度で対象物の認識を行う

ことができることを実証した．今後は更にカメラの視線奥行方向

（z 軸方向）の認識精度向上を目指し，未知形状の物体の認識が
可能なシステムを目標に研究を進めていく予定である．
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