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A Proposal of Hand/Eye-Vergence Dual Visual Servoing for Enhancing Trackability

Visual servoing with a hand-eye configuration tends to be vulnerable for hand’s dynamical oscillations, since

nonlinear dynamical effects of whole manipulator and dynamical coupling among actuating joints stand against tracking

ability—abbreviated here as trackability, i.e. a performance to keep a target object projected at the center of camera’s

view while the target moves. A proposal to achieve high trackability is that visual servoing of the hand and the camera

be separately controlled independently by decoupling each other, and such controlling method is proposed in this paper.

The effectiveness of the decoupled hand and eye-vergence visual servoing method has been evaluated through simulations

incorporated with actual dynamics of 7-DoF robot with additional 3-DoF eye-vergence mechanism, where the stability of

closed loop dynamics has been verified by Lyapunov analysis.
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1. は じ め に

ハンドアイ構成でのビジュアルサーボ（以下 VS）は，ハンドと対象物との相対的位置姿勢誤差を用いて制御す

るとき，サーボ特性はロボットの運動学モデルの誤差に依存しないという長所がある(1) (2)が，対象物体の一部がカ

メラ画像視野から外れる可能性があり，正常なビジュアルフィードバックを阻害する．この問題は Field of View(以

下 FoV)問題(3)と呼ばれ，VSの重要な課題である．

VSの手法は位置ベースト (PBVS)制御とイメージベースト (IBVS)制御に大別される．PBVS(4)は作業座標系で

表された対象物の位置・姿勢に対してハンドアイを制御するため，対象物の全体をカメラ視野内に保持することを

意図した制御方法ではない．つまり PBVSは FoV問題を解決しない．また IBVS(5) (6)でも VSが局所最適解に陥

る可能性があり(7)，同様に FoV問題を解決しない．このため FoV問題について提案されている方法は種々のサー

ボ方法を組み合わせて解決しようとする手法がとられてきた．すなわち PBVSまたは IBVSに FoV問題に対処す

る機能を付加した方法やそれらを組み合わせた方法(8) (9)が提案されている．また画像枠と対象物の画像面内での

距離と予想される対象物の画像面内での運動に基づいて制御する方法(3)も提案されている．

ここで，人間の Eye-Vergence(両眼が寄り目になること，以下 EV)機能について考えてみる．人間は顔を対象物

に向けて対象物を認識することと眼球をそれに向けて認識することを同時に行う．それぞれの機能はハンドアイ

ロボットでは，ハンドとハンドアイを対象物に向ける機能に対応している．アイススケートの選手が高速にスピ

ン回転しているとき顔は定常的に回転していて外界の対象物に一時的でも位置・姿勢を合わせている状態は無い．

しかし眼球を周期的に逆の回転方向に回転させて頭部の回転運動を相殺させ，周囲環境に対する眼球の運動を一

時的に静的な関係にして，周囲環境の認識を助けている．これはロボットにおいてハンドの運動とハンドアイカ

メラの運動を分け，ハンドの対象物追跡制御とカメラの追跡制御を個別に制御できるようにすることで FoV問題
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Fig. 1 Defectsof Hand-Fixed Camera System
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Fig. 2 Meritsof Eye-Vergence System

のひとつの解決策を提案できることを示唆している．ここで上記(1)−(9)の研究ではハンドアイカメラはロボットハ

ンドに固定されており工学的な EV機能を持たない．このためハンドの対象物追従特性とカメラの追従特性は同一

であり，それぞれの特性を分離して議論することはできない．

EVに関する研究は主に医工学分野で行われており，眼の焦点調節機能と EVとの関係を調べた研究(10) (11)があ

る．画像認識の分野では EVを用いてピクセル分解能以下の認識能力を持つ両眼ビジュアルトラッキング(12)が提

案された．最近では眼球運動の制御について人工的な盲膜として FPGAを用いた方法の提案(13)や，脊椎動物の

EV制御の非対称性についての報告(14)もある．以上のように医工学分野では EVの研究は行われているものの，ロ

ボットの制御に関連した論文は著者の知る限りほとんど無いと言ってよい．

著者らは VSについて遺伝的認識法を用いた実時間認識方法(15)−(17)の研究を続け，ビデオレートで入力される動

画像に遅れることなく運動する対象物を認識するシステムを構築した．さらにその提案手法を EV機能付きのハン

ドアイビジュアルサーボに適用し(18)−(22)，位置・姿勢６自由度の周波数応答特性を実験的に示した(23),(24)．しか

しながら著者の知る限り EV機能付きの VSについて閉ループ系の安定性について確認された EV制御系は提案さ

れていないようである．

このような状況の中で，本報では VSの FoV問題について工学的 EV機能をカメラ姿勢制御により実現する方

法について検討し，ハンドとハンドアイの運動を独立に制御する加速度のコントローラを提案する．また，提案

するコントローラによって，ロボットの閉ループ系の運動特性が漸近安定であること，また同時にカメラから見

た対象物は画像中央に収束することをリアプノフ法により示す．さらにハンドとハンドアイの周波数応答特性を

調べ，EV機能によりハンドアイの Trackabilityはハンドのそれよりも向上することを示す．
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2. Eye-Vergenceシステム

カメラがハンドに固定されている固定ハンドアイシステムは，いくつかの欠点を持つ．例えば，対象物がカメ

ラに近いとき対象物を認識できないこと (図 1 (a))，また二つのカメラの可視可能領域が狭い(図 1 (b))，さらに可

視可能領域内の対象物であっても図 1 (c)に示すようにカメラ画像視野の中心に写像されることはない．このこと

は，レンズ周辺部で大きくなるレンズの球面収差の影響を受けやすいという問題を生む．以上より固定ハンドア

イシステムは位置／姿勢計測が不正確になる場合や，不可能になる場合があるという本質的な問題を持っている

ことがわかる．

そこで上述の問題を解決するため，画像の中心で目標物を捉えるためにカメラ自身に姿勢を変化させる自由度

を与える．カメラの姿勢を変えることが可能になるので，図 2の (a)-(c)に示すように，対象物をよりよく観測す

ることができる．図 2の (a)-(c)は図 1の問題点 (a)-(c)に対応した EVのメリットを示す(19)．(a)，(b)は両眼撮像

可能領域が拡大すること，(c)はレンズの中心で目標物を観測することによってレンズ収差により発生する入力画

像のひずみを避けることができることを示している．

ビジュアルサーボでは，対象物とハンドの位置／姿勢関係を一定に保つレギュレータ制御を中心に研究されてき

た(1) (25)．このような定位置制御型のサーボは，動く対象物に近づきハンドで把持するなどの時変目標軌道を追従

する問題に対しては無力であり，ハンドの位置／姿勢を時間の関数として対象物に接近させるアプローチ過程の

制御を議論する必要がある．この場合，当然カメラと物体の位置／姿勢関係は時間とともに変化する．よって図

2のような EVは，アプローチ過程を含むビジュアルサーボを考える上で重要なメカニズムであることがわかる．

またアプローチ過程においてビジュアルフィードバックが切断されないようにするため，カメラ視界に対象物を

捉え続ける “可追跡性，Trackability”が重要である．また EV機能は，対象物とハンドの位置・姿勢目標値が時間

的に変動する場合に有効である．

3. ハンドアイビジュアルサーボ

3·1 マニピュレータのダイナミクス

マニピュレータの一般的な運動方程式は以下で与えられる．

MMM(qqq)q̈qq+hhh(qqq,q̇qq)+ggg(qqq) = τττ (1)

ここで qqqは関節角度で qqq= [qqqT
E,qqq

T
C]

T であり，qqqE = [q1, · · · ,q7]
T，qqqC = [q8,q9,q10]

T．τττ = [τ1, · · · ,τ10]は関節の駆動

トルクを表す．また MMM(qqq)は慣性行列を表し，hhh(qqq,q̇qq)は遠心力とコリオリ力を表すベクトルである．また，ggg(qqq)

は重力に関するベクトルである．

シミュレーションに用いたロボットは三菱重工製 PA-10は 7自由度のロボットアームである．PA-10の実際の

物理パラメータは文献(26)に記載されている諸量を使用した．PA-10のハンド部にパンチルト角を変更できるアイ

カメラを 2台取り付けている．2つのカメラはソニー製の FCB-1X11Aで，フレーム周波数は 33fpsである．マニ

ピュレータのハンド部とカメラの構成及び qqqの要素の回転方向の定義を図 3に示す．シミュレーションプログラ

ムはニュートン・オイラー法を用いて自作した．EVシステムは，２台のカメラの姿勢が可動であるため単純な直

鎖リンク構造ではなく枝分かれを持つ構造となる．このため枝分かれをしているリンクでは分岐に対する考慮を

行っている(27)．ニュートンオイラー法を用いて慣性行列，遠心力・コリオリ力，重力など運動方程式中の項を計

算する方法(28)は，関節角加速度の算出時に運動方程式を陽にもとめる必要が無いため有効である．求めた関節角

加速度をルンゲクッタで数値積分 (積分時間 0.001秒)し運動を生成した．

3·2 目標軌道生成

図 4にハンドと物体の関係を示す．作業座標系を ΣW，目標物に固定した座標系を ΣM と記述する．さらに，実

際のハンドの座標系とその目標座標系をそれぞれ ΣE，ΣEdで表すこととする．ハンドの目標状態と目標物との相

対的な位置／姿勢関係を同次変換行列を用いて EdTTTM と表し，目標物と実際のハンドとの関係を ETTTM と表す．こ

のとき，ΣE と ΣEdとの差は ETTTEdであり，ETTTEdは以下のように記述できる．

ETTTEd(t) =
ETTTM(t)EdTTT−1

M (t) (2)
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Fig. 3 FrameStructure of Manipulator

式 (2)は任意の目標物の運動WTTTM(t) (= WTTTE(t)
E

TTTM(t))と任意の時変ビジュアルサーボの目標運動 EdTTTM(t)を含

む.ETTTM(t)は 1-step GA(15)−(17)によって観測される．推定された対象物を ΣM̂ で表すと，実際の物体 ΣM と検出さ

れた物体 ΣM̂ の間には，誤差が存在することが一般的である．そこでここでは，式 (2)で表されるハンドの位置／

姿勢誤差 ETTTEd(t)を次のように推定した物体 ΣM̂ に基づいて再構成する．

ETTTEd(t) =
ETTTM̂(t)M̂TTTEd(t) (3)

式 (3)を時間に関して 2回微分すると以下の式を得る．

ET̈TTEd(t) =
ET̈TTM̂(t)M̂TTTEd(t)+2EṪTTM̂(t)M̂ṪTTEd(t)+

ETTTM̂(t)M̂T̈TTEd(t) (4)

ここで M̂TTTEd, M̂ṪTTEd, M̂T̈TTEdは観測した対象物に対する相対的な位置・姿勢の目標運動であり，対象物独自の運動

に依存しない．このためこれらはビジュアルサーボの目標軌道としてあらかじめ与えることができる．また ETTTM̂,
EṪTTM̂, ET̈TTM̂ はカメラによって観測される．図 4に示すように，ビジュアルサーボ過程においてゼロにすべき二つの

誤差が存在する．一つは実際の物体と検出された物体 MTTTM̂ の計測誤差である．もう一つはハンドの目標状態と実

際のハンド ETTTEdの制御誤差である．著者らの研究では，MTTTM̂ の誤差は 1-step GAオンライン認識法とMFF補償

法によって一定の誤差の範囲に留まることを実時間認識性能実験で確認している(16)．さらに ETTTEdの誤差はハン

ドビジュアルサーボコントローラによって減少することも実験により確認している(21)．

3·3 ハンド指示加速度

提案するハンド EV二重 VSコントローラを図 5に示す．図中ハンドビジュアルサーボは外側のループで，その

コントローラは B.Siciliano(29)によって提案された．以下に簡単に紹介する．WTTTEdとWTTTEに含まれる位置ベクト

ルを pppd，pppE とすると，ハンドの位置誤差 ∆pppE は，

∆pppE = pppd − pppE (5)
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また姿勢は次のようにクォータニオンによって表現する．

Eη = cos
θEd

2
(6)

∆Eεεε = sin
θEd

2
EkkkEd (7)

ここで EθEd，EkkkEdはアングル／アクシス姿勢表現のアングルとアクシスである．∆Eεεε は ETTTEdの中の回転行列
ERRREdから取り出すことができる．一方，目標角速度と実際の角速度との誤差は次のように定義される．

∆ωωωE = ωωωd −ωωωE (8)

以上の変数を用いて，ハンドのコントローラを構成する．

aaapE = p̈ppd +KKKDp∆ṗppE +KKKPp∆pppE (9)

aaaoE = ω̇ωωd +KKKDo∆ωωωE +KKKPoRRRE∆Eεεε (10)

p̈ppd，ω̇ωωdは目標加速度，目標角加速度であり．KKKDp，KKKPp，KKKDo，KKKPo は正定な対角行列である．aaaE = [aaaT
pE,aaa

T
oE]

T と

して，マニピュレータのハンドの制御入力を以下のように与える．

sssE = JJJ+E (qqqE){aaaE − J̇JJE(qqqE, q̇qqE)q̇qqE)} + {III − JJJ+E (qqqE)JJJE(qqqE)}{EEEp(qqqEd − qqqE) + EEEd(q̇qqEd − q̇qqE)} (11)

ここで，JJJE(qqqE)はハンドの関節角に関するヤコビ行列，また JJJ+E (qqqE)はその擬似逆行列である．EEEp，EEEdは，位置

と速度ゲインを表す正定対角行列である．ここで，式 (11)の右辺第 2項の位置／速度制御はハンドの位置姿勢制

御には無関係であるが，冗長自由度の運動により，全体の形状が大きく変化することを防ぐために必要である．

3·4 Eye-vergence指示加速度

ここでは，前節で述べた既存のコントローラに提案する EV用コントローラを追加する．EVビジュアルサーボ

は図 5のビジュアルサーボシステムの内側のループである．図 6(a)に示すように，ExM̂，
EyM̂ および

EzM̂ はハンド

座標において検出された物体の位置を表す．また，カメラジョイントの望ましい角度は以下によって計算される．

q8d = atan2(EzM̂,ExM̂) (12)

q9d = atan2(l8R+
EyM̂,ExM̂) (13)

q10d = atan2(−l8L +
EyM̂,ExM̂) (14)
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ここで l8L = l8R = 150[mm]はカメラの位置を表し，カメラの中心線を各カメラ座標の x 軸とする．qqqCd =

[q8d,q9d,q10d]
T と表すと，カメラシステムの角度の誤差は次のように定義される．

∆qqqC = qqqCd−qqqC (15)

以上より ∆qqqC = 000とするとき，対象物は左右カメラの画像面の中心に撮像されることがわかる．以上より Eye-

Vergenceの加速度指示値 sssCを以下で与える．

sssC = q̈qqCd+KKKDC∆q̇qqC+KKKPC∆qqqC (16)

ここで KKKDC，KKKPC は正定対角行列である．またカメラ中央に対象物を撮像する EV 機能をアイカメラサーボシ

ステムに与える場合，式 (12)-(14)の ExM̂,E yM̂,E zM̂ の目標位置は一定値になるため qqqCdは一定である．この場合

q̈qqCd = q̇qqCd = 000となる．

3·5 Hand／ Eye-vergenceコントローラ

式 (11)，式 (16)により得られたハンド指示加速度 sssE 及び EV指示加速度 sssCを総合して，以下の入力トルク τττ
を与える．

sss=

[
sssE

sssC

]
(17)

τττ = MMM(qqq)sss+hhh(qqq,q̇qq)q̇qq+ggg(qqq) (18)

上式のコントローラが，図 5に示す EV二重 VSコントローラである．

4. 安 定 性 解 析

4·1 ハンドダイナミクス

ここでは提案した EVコントローラの安定性について考える．まず，ハンドの閉ループ系の安定性を以下に考え

る．式 (18)の各ジョイントの入力トルクをシステムの運動方程式 (1)に代入して，閉ループ系の運動を求めると，

q̈qq= sss (19)

よって

q̈qqE = sssE (20)

式 (11)を式 (20)に代入し，マニピュレータ形状が特異姿勢でないことを仮定すると，JJJE(qqqE)は行フルランクで

あるため，式 (20)は以下の方程式に帰着する．

aaaE = JJJE(qqqE)q̈qqE + J̇JJE(qqqE, q̇qqE)q̇qqE (21)
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Fig. 6 Pan and Tilt Camera Angles Defined Based on Relation between Target object and Cameras

ここで [
ṗppE

ωωωE

]
= JJJE(qqqE)q̇qqE (22)

[
p̈ppE

ω̇ωωE

]
= JJJE(qqqE)q̈qqE + J̇JJE(qqqE, q̇qqE)q̇qqE (23)

が成り立つため，式 (21)は，次式となる． [
p̈ppE

ω̇ωωE

]
=

[
aaapE

aaaoE

]
(24)

式 (24)の aaapE，aaaoEにハンドのコントローラの式 (9)と (10)を代入し，閉ループを構成することで以下のハンド位

置および姿勢の閉ループ系の運動方程式を得る．

∆p̈ppE +KKKDp∆ṗppE +KKKPp∆pppE = 000 (25)

∆ω̇ωωE +KKKDo∆ωωωE +KKKPoRRRE∆Eεεε = 000 (26)
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ここで RRREは ΣE で表されたベクトルを作業座標系で表されたものに変換する回転行列である．式 (25)は安定な線

形システムである．しかし式 (26)は，角速度誤差である ∆ωωωE とクオータニオン姿勢誤差である ∆Eεεε を含んでい
るので非線形である．

4·2 カメラダイナミクス

つぎに，カメラシステムについて考える．式 (17),(19)から

q̈qqC = sssC. (27)

であり，式 (16)より，カメラの関節角偏差 ∆qqqCが満たす閉ループ系の方程式は次式となる．

∆q̈qqC+KKKDC∆q̇qqC+KKKPC∆qqqC = 000 (28)

4·3 安定性解析

フィードバックゲイン行列はすべて正定な対角行列であるから，KKKPo の最小の固有値を KPo > 0が存在し，KPo

を用いて，以下のリアプノフ法による安定解析において，一般性を失うことなく KKKPo を KPoIII で代替して用いる．

これを用いて以下のリアプノフ関数の候補について考える．

V = ∆pppT
EKKKPp∆pppE +(∆ṗppE)

T∆ṗppE +KPo

{
(η −1)2+∆εεεT∆εεε

}
+

1
2

∆ωωωT
E∆ωωωE +∆qqqT

CKKKPC∆qqqC+∆q̇qqT
C∆q̇qqC

≥ 0 (29)

このとき

V̇ = 2∆ṗppT
E(∆p̈ppE +KKKPp∆pppE)+2KPo

{
(η −1)η̇ +∆εεεT∆ε̇εε

}
+∆ωωωT

E∆ω̇ωωE +2∆q̇qqT
C(∆q̈qqC+KKKPC∆qqqC) (30)

ここで V̇ ≤ 0を示す準備として，式 (25)から，以下を得ておく．

∆p̈ppE +KKKPp∆pppE =−KKKDp∆ṗppE (31)

また，クォータニオンの定義から以下を得る(29)．

η̇ =−1
2

∆εεεT∆ωωωE (32)

さらに

∆ε̇εε =
1
2

EEE(η ,∆εεε)∆ωωωE (33)

ここで，EEE(η ,∆εεε)は，

EEE(η ,∆εεε) = η III −SSS(∆εεε) (34)

である，また SSS(aaa)は SSS(aaa)bbb= aaa×bbbを満たす歪対称行列である．さらに，式 (28)から，

∆q̈qqC+KKKPC∆qqqC =−KKKDC∆q̇qqC (35)

以上の準備をもとに式 (32)，式 (33)を式 (30)に代入することで，

V̇ = 2∆ṗppT
E(∆p̈ppE +KKKPp∆pppE)+2KPo

{
(η −1)(−1

2
∆εεεT∆ωωωE)+

1
2

∆εεεTEEE(η ,∆εεε)∆ωωωE

}
+∆ωωωT

E∆ω̇ωωE +2∆q̇qqT
C(∆q̈qqC+KKKPC∆qqqC) (36)

さらに式 (31)，式 (35)また式 (26)の ∆ω̇ωωE を上式に代入して，

V̇ = 2∆ṗppT
E(−KKKDp∆ṗppE)+KPo

{
− (η −1)∆εεεT∆ωωωE +∆εεεTEEE(η ,∆εεε)∆ωωωE

}
+∆ωωωT

E(−KKKDo∆ωωωE −KKKPoRRRE∆Eεεε)+2∆q̇qqT
C(−KKKDC∆q̇qqC) (37)
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次に式 (34)と ∆∆∆εεεTSSS(∆εεε)∆ωωω = ∆∆∆εεεT(∆∆∆εεε ×∆ωωω) = 000および RRRE∆∆∆Eεεε = ∆εεε と KKKPo = KPoIII に注意すると

V̇ =−2∆ṗppT
EKKKDp∆ṗppE +KPo

{
− (η −1)∆εεεT∆ωωωE +η∆εεεT∆ωωωE −∆εεεTSSS(∆εεε)∆ωωωE

}
−∆ωωωT

EKKKDo∆ωωωE −KPo∆ωωωT
E∆εεε −2∆q̇qqT

CKKKDC∆q̇qqC

=−2∆ṗppT
EKKKDp∆ṗppE +KPo∆εεεT∆ωωωE

−∆ωωωT
EKKKDo∆ωωωE −KPo∆ωωωT

E∆εεε −2∆q̇qqT
CKKKDC∆q̇qqC

=−2∆ṗppT
EKKKDp∆ṗppE −∆ωωωT

EKKKDo∆ωωωE −2∆q̇qqT
CKKKDC∆q̇qqC ≤ 0 (38)

ここで，KKKDp，KKKDo と KKKDC は正定であるから，∆ṗppE = 000，∆ωωωE = 000および ∆q̇qqC = 000の場合のみ，V̇ = 0となる．

∆ṗppE = 000に対して ∆p̈ppE = 000となり，式 (25)から ∆pppE = 000を得る．同様に ∆q̇qqC = 000のとき式 (28)から ∆qqqC = 000と

なる．さらに ∆ωωωE = 000となる時，∆ω̇ωωE = 000となる．よって式 (26)から，∆Eεεε = 000となることが分かる．

以上よりクォータニオンの回転角の定義域は (−π,π)であるためこの範囲で，マニピュレータとカメラは次の不
変集合 sに漸近的に収束する．

s= {∆pppE = 000,∆ṗppE = 000,E η = 1, ∆Eεεε = 000,∆ωωωE = 000,∆qqqC = 0,∆q̇qqC = 0} (39)

したがって以下が成り立つ．

lim
t→∞

∆pppE = 000, lim
t→∞

∆ṗppE = 000, lim
t→∞

∆Eεεε = 000 (40)

このとき以下を得る．

lim
t→∞

ETTTEd = III , lim
t→∞

EṪTTEd = 000 (41)

上式はハンドを意味する座標系 ΣE が目標の座標系 ΣEdに収束することを示している．

また，式 (39)より

lim
t→∞

qqqC = qqqCd (42)

となる．よって，以下が与えられる．

lim
t→∞

RzM̂ = 0, lim
t→∞

RyM̂ = 0, lim
t→∞

LyM̂ = 0 (43)

ここで RzM̂ =L zM̂ であるから，上式はカメラが回転することで射影された物体がカメラの中心に収束することを

示している．

以上のV ≥ 0, V̇ ≤ 0議論は，式 (25)，(28)の安定な時不変線形独立なシステムと式 (26)を同時に評価する形で

考えた．しかし式 (25)，(28)，(26)は互いに独立であるので，上記の安定性解析から式 (25)と (28)に関する評価

を除外しても結果は同じ意味を持つ．この場合式 (29)の右辺第 1,2,5,6項を除いて V 関数を定義すればよい．

5. Hand／ Eye-Vergenceビジュアルサーボ

提案するハンドアイビジュアルサーボシステムの有効性を確認するため，図 7のように赤，緑，青のボールか

ら構成される 3次元マーカへのビジュアルサーボのシミュレーションを行う．

5·1 シミュレーション条件

Hand／ Eye-Vergenceの動特性に関して認識誤差 MTTTM̂ は関与しない．したがって，ここでは
MTTTM̂ = III を仮定

し，認識系は，ΣEで表された対象物の正しい位置／姿勢 ETTTM を計測できるものとする．ハンドの初期姿勢を ΣE0

とする．一方，物体の初期位置は ΣM0 として定義する．ΣW，ΣE0，ΣM0 の関係を図 7に示す．ΣWから ΣM0 への同

次変換行列は以下のように与えられる．
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WTTTM0 =


1 0 0 1388[mm]

0 1 0 0[mm]

0 0 1 455[mm]

0 0 0 1

 (44)

図 7において ΣE0 と ΣM0 の原点の距離は ΣE0 の x軸方向に 1388[mm]であり，カメラ位置と ΣE0 の原点の ΣE0 の z

方向の距離は 455[mm]である．ΣE0 の y軸方向と ΣM0 の y軸方向は一致している．一方，物体の運動は ΣM0 の y

軸に沿って運動し，次式で与える．次式は ΣM0 で表した目標対象物が ΣM0 の y軸方向に時変目標位置として与え

られていること，周期 T = (2π/ω)は，式 (46)の ω の設定によって変更可能であることを表す．この設定は，EV

機能の評価を周波数応答特性を通して調べるためである．

M0ψψψM = [0,M0 yM(t),0,0,0,0]T (45)

M0yM(t) = 200sin(ωt)[mm] (46)

物体とハンドの相対的位置・姿勢の目標関係は時不変とし，

EψψψMd = [500[mm],0,0,0,0,0] (47)

と定める．またロボット本体のゲイン KKKDp，KKKPp，KKKDo，KKKPo の値はロボットの慣性質量，駆動アンプの出力等多

くの原因に関係する．一般的にアイカメラ部の慣性質量はロボット本体のそれに比べて非常に小さいことから，固

有振動数が大きくなる．これらの状況をシミュレーション条件に考慮するため，KKKDC，KKKPC の値を KKKDp 等に比べ

て大きく設定した．すなわち KKKPC = diag{5,5,5},KKKDC = diag{3,3,3},KKKPp = KKKPo = KKKDp = KKKDo = diag{1,1,1}と設
定した．

5·2 Trackability の定義

5·2·1 カメラ Trackability

ここでは，カメラ Trackabilityを定義する．カメラの観測能力を調べるため，まず，カメラの注視点を規定する．

右カメラの注視点とは，図 8に示す右カメラ ΣRの Gazing Pointを意味し，右カメラのカメラ視線方向と ΣM0 の

yM0-zM0 平面上の交点を表している．ΣM0 から ΣRまでの同次変換行列 M0TTTRには姿勢行列 M0RRRRと位置ベクトル
M0 pppRが含まれる．この姿勢行列は 3つのベクトル [M0xxxR,

M0yyyR,
M0zzzR]で表現できる．図 8の右カメラの注視線 M0 lllR
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は ΣRの x軸方向であるから ΣM0 で表した注視線の方程式は，次式の方程式で表せる．

M0 lllR = M0 pppR+kR
M0xxxR (48)

ここで kRスカラー変数である．ΣM0 で表した右カメラ注視点
M0 pppGRは

M0 pppGR= [0,M0yGR,
M0zGR]

T であり，注視

点では M0lllR = M0 pppGRが成立し，その x成分の関係は (M0 pppR)x+ kR(
M0xxxR)x = 0となる．通常 (M0xxxR)x ̸= 0であり，

kR =−(M0 pppR)x/(
M0xxxR)xとなる．この kRを用いて，注視点の y，z座標は

M0yGR= (M0 pppR)y+kR(
M0xxxR)y (49)

M0zGR= (M0 pppR)z+kR(
M0xxxR)z (50)

と求められ，[0,M0yGR,
M0zGR]が ΣM0 で表された注視点の座標である．ΣM0 で表された対象物の運動は式 (45)の

M0ψψψM で与えられ，前節で位置・姿勢の計測誤差は零と仮定しているので，
M0ψψψM̂ = M0ψψψM である．物体Mは ΣM0

の y軸方向のみの並進運動で，式 (45)の y軸方向の入力 M0yM(t)に対し，右カメラの注視点の応答は M0yGR(t)で

ある。この入力 M0yM(t)に対する，注視点の出力 M0yGR(t)の周波数応答を右カメラの Trackabilityと定義する．左

カメラの Trackabilityも同様に定義する．

5·2·2 固定カメラ／手先 Trackability

固定カメラシステムの Trackabilityを調べるため，固定カメラの注視点の定義も必要である．ここでは，単眼カ

メラが ΣE の xE 方向が注視線と一致するように固定されているものとする．したがって，ΣE が設定されているハ

ンドの注視点は固定カメラシステムの注視点と等しい．この手先の注視点は右カメラの注視点と全く同様に定義

できる．図 8のように手先の注視線は次式となる方程式で表せる．

M0lllE = M0 pppE +kE
M0xxxE (51)

ここで kEもスカラー変数である．手先の注視点も yM0-zM0平面内にあるので，kE =−(M0 pppE)x/(
M0xxxE)xである．手

先注視点の y，z座標は

M0yGE = (M0 pppE)y+kE(
M0xxxE)y (52)

M0zGE = (M0 pppE)z+kE(
M0xxxE)z (53)

と求められ，[0,M0yGE,
M0zGE]が ΣM0 で表された手先の注視点の座標である．

5·3 シミュレーション結果

対象物の初期位置 WTTTM0 を式 (44)に，対象物の運動を式 (45)に，また，ハンドと対象物の目標位置姿勢関係

を式 (47)に示している．式 (46)の ω を ω = 0.01∼ 2.00と変化させて Hand/EVビジュアルサーボの周波数応答

実験を行った．ゲイン曲線，位相曲線をそれぞれ図 9(a)，(b)に示す．図 9 (a)および図 9 (b)は固定カメラシス

テムと EVシステムの振幅周波数曲線と位相周波数曲線を表す．ここで固定カメラシステムの場合，A= M0yM(t)

で，B= M0yGE(t)である．また右カメラの Eye-Vergenceシステムの場合，A= M0yM(t)，B= M0yGR(t)，左カメラ

の場合，A = M0yM(t)，B = M0yGL(t) である．両図において，横軸は ω の対数目盛りとしている．(a)，(b)中に

ω = 0.1256,0.5024,1.256の記述があるが，それぞれの周波数における時間応答波形を (c)，(d)，(e)に示す．(a)，

(b)の図中 “End effector”と指示している曲線は固定カメラ／手先Trackabilityを表し，Right Camera，Left Camera

と指示している曲線は EVシステムのゲイン曲線と位相曲線である．

ω = 0.1256は，ハンドとカメラの動きが対象物を追従できる周波数であり，ω = 0.5024はカメラは追従できる

がハンドは追従できない，ω = 1.256のとき，カメラがまだ対象物を追跡できる周波数である．

図 9 (a)において，カメラの注視点の振幅はハンドよりも小さい．ω = 0.1までは，ハンドとカメラの可追跡性

はほぼ等しいが，ω が増するにしたがってハンドの共振の振幅は，カメラよりも大きくなる．ω が 0.5024となる

とき，固定カメラシステムはその視界から物体を見失う．このため図 9 (a)の点線は，ω = 0.5024付近で途切れて

いる．一方，EVシステムにおいては，カメラの視界に物体を常に捉えつづけることができる角速度の最大値は
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1.6956である．図 9 (b)から同じ ω でカメラの位相はほぼ遅れのない状態であるが，ハンドは 40度程度遅れてい

る．図 9 (c)-(e)に対象物と手先と両眼の時間応答波形を示す．この三つ図より，EVシステムは固定カメラシステ

ムに比べて，振幅の差と位相の遅れが両方とも小さい．よって，EVシステムは固定カメラシステムよりも優れた

安定性を有し，良い追跡性／ Trackabilityを有することが分かる．

お わ り に

本論文では，ビジュアルサーボシステムの移動物体に対する観測能力を向上させるために Hand/Eye-Vergenceシ

ステムを提案し，その重要性について紹介した．提案するシステムのコントローラは，対象物の方向にマニピュ

レータのハンドを向ける従来のビジュアルサーボループと，目標物をカメラ中央で正確に観測するための両眼カ

メラの能動的な姿勢制御ループの二つを持つ．本報では，提案した二重 EVシステム定常目標位置/姿勢のハンド

とカメラの安定性について，両方とも漸近安定であることを確認した．さらに本報では，能動カメラシステムの

観測性能を評価するための指標となる可追跡性，Trackabilityを提案した．この指標を用いて，固定カメラシステ

ムと EVシステムのカメラの周波数特性を比較し，EVシステムの可追跡性が固定カメラシステムよりも優れてい

るという結論を得た．
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