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Abstract— This paper presents a pose measurement method
of a 3D object detected by hand-eye cameras. We propose a
motion-feedforward (MFF) method to improve visual recogni-
tion dynamics, which become worse by disturbing hand-eye
motion during visual servoing of the robot manipulator. The
MFF method is used to compensate the fictional target motions
in the camera view induced by the end-effctor’s motion, so
the pose recognition can be assumed invariant for dynamic
hand-eye motion. The effectiveness of the proposed method is
confirmed by simulations of object’s 3D pose recognition being
affected by dynamical oscillations of hand-eye cameras.

I. INTRODUCTION

Tasks in which visual information are used to direct a
manipulator toward a target object are referred to visual
servoing in [1],[2]. This field is the fusion of many areas,
such as kinematics, dynamics, image recognition, and control
theory. This paper deals with problems of the real-time 3-
D pose (position and orientation) recognition of a target for
visual servoing by a 7-link manipulator.

Most visual servo systems use an hand-eye configuration,
having the camera mounted on the robot’s end-effector, so
the dynamics of the manipulator will cause the recognition
dynamics to deteriorate directly. It is common sense that
the time-delay of recognition existing in feedback largely
decreases the stability of whole control system. Here, we
define the recognition dynamics as a phenomenon that the
sensed variables (the 3D pose of the target object) can
be detected with time delay because sensing mechanism
generally be governed by differential equations in time
domain. Recently, several researches deal with the problem
of recognition dynamics. Hashimoto and Kimura [3] propose
a nonlinear controller and a nonlinear observer for the visual
servo system to estimate the object velocity and predict the
object motion. Theoretically, prediction without error can
be obtained when time is infinity using nonlinear observer.
However, the errors in the early stage need some time to
decrease to nearly zero and may cause the visual servoing
system unstable. The same method is also used by Luca
[4] to estimate the distance z between the object to the
camera. Also, correct prediction can not be achieved at the
beginning of the estimation, the error of z is decreasing along
with time passing. And the convergence of z is obtained by
using the given motion of the camera since it uses single
camera to recognize, that is, the method does not work if
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Fig. 1.

Visual servo system of PA-10

the camera is static. As we know, there is a big difference
between the sampling rate of the camera 33[ms] and that of
the joint controller 1[ms], which also cause the time delay
of the sensing unit. Nakabou and Ishikawa [5] use a vision
chip whose sampling rate is about 1[ms] to perform high-
speed image processing. It has been shown that high-speed
moving object can be tracked by using vision chip without
any prediction or compensation. However, such a high-speed
vision chip system is so expensive that can not be applied
popularly.

In this paper, we proposed a motion-feedforward (MFF)
method that is to predict the target’s 3D pose based on
the motion of the end-effector to compensate the target’s
fictional motion coming from the cameras. When the fictional
motions are compensated during recognition, it seems that
the recognition were performed by using just fixed cameras,
so the recognition dynamics is separated from the dynamics
of the manipulator. Thus the recognition can become easier
and the recognition dynamics can be improved. Contrast
to the nonlinear observer method, the proposed motion-
feedforward method can give effective prediction as soon
as the camera starts to move. So the stability of visual servo
system can be guaranteed from the beginning.

We use model-based method to recognize 3-D pose in real-
time. The matching degree of the model to the target can be
estimated by a fitness function, whose maximum value rep-
resents the best matching and can be solved by“1-Step GA”
[6]. Unit quaternion is used to represent the orientation of the
target object, which has a advantage that can represent the
orientation of a rigid body without singularities. singularities
cause multi-solution for a given orientation that is difficult
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for GA to converge.

Our final objective of this research is to perform visual
servoing to a moving target in 3D space by using a hand-eye
robot. We consider it is important for the robot to distinguish
the target motion coming from the hand-eye cameras and
the target motion of itself in real world. And we describe
such a relationship by a mathematical function (Eq. (10)),
which can distinguish these two motions. If both of the two
motions can be predicted, then the target motion in camera
will be considered as known, and the recognition will become
robust. As a fundamental research step, in this paper, we will
confirm the effectiveness of MFF method to compensate the
dynamic motion of the robot end-effector, so we use a static
target object. Prediction of a moving target in real world
will not be discussed here, but will be considered in future
research.

II. MOTION-FEEDFORWARD (MFF) COMPENSATION

The motion of the target seeing from the camera will be
affected by both the motion of the target in the real world
and the motion of the camera in hand-eye system. Here
we describe such a relationship by a mathematical function,
which can distinguish these two motions.

The target coordinate system is represented as s (see
Fig. 1). Take Xy as the reference frame. Denote the vector
from Oy (the origin of Xy ) to Ocg expressed in Xy as
Wrcr, the vector from Oy to Oy expressed in Xy as
W, and the vector from g to Xy expressed in Ycog
as “Bry,. The following relations hold:

ey = TRy (q) (Vv =" ror(@), (D)
where “# Ry is a rotation matrix determined by q. Differ-
entiating (1) with respect to time

CR,’-,M — CRRw(q)(Wf“ju _w 7;'CR) + S(Cwa)
“Rw (q)("Vry =" rer(@). @)

where S(-) is the operator performing the cross product
between two (3 x 1) vectors. Given w = [wy, wy,w;]T, S(w)
takes on the form

0 —w. wy
S(W) = Wz 0 Wz | - 3)
—Wwy Wy 0

The angular velocities of Xcr and X, with respect to
Yy are represented by Wweopr and Wwyy, and the angular
velocity of X, with respect to Xcop is represented by
R . Then the following relations hold:

LR = PRy (q)(Vwa =" wer). €]

In this paper, the target’s orientation is expressed by unit
quaternion. Please refer to [9] for a detailed explanation of
quaternion. The 3-D pose of the target is defined as ), , =
[CRpT CRET T, where “Bry = [r1,72,13]T, “Fepr =
[61; €2, 63}T~

The target’s 3-D pose volecity is defined as

CR.
CR,] _ TMm
Y = [ cr } 5)

where the time derivation of target’s position “ 7, is given

by (2). The relation between the time derivative of “Fe),
and the body angular velocity “#w; is given by (A.8) and
is rewrote as

. 1
“Rey = §(CR77MI — S(“Fen)Fwn,  (6)
where “flw),; is given by (4).

Moreover, the camera velocity, which is considered as the
end-effector velocity, can be expressed using the Jacobian
matrix J(q) = [Jp" (q), Jo' (@),

Vicr = Jr(a)q, (7

Vwor = Jo(9)q, ®)

S(“Fww) = -“"Rw(q)S("wcr)" Rer(q) ©)
= -“"Ryw (9)S(Jo(9)9)" Ror(q).

Substjtuting (1), (8), (9) to (2), (6), the target velocity in
CR CRqjy . . can be described by a mathematical formulation:

CR,] R pg
Yy =1\ cr Eu
~“®Rw (q)J p(q) + “"Rw(q)

= S(WRCR(Q)CRTM)JO(Q) q
~3(nad — S(“Ferr)) R Rw ()T o(q)

o[ TR g || W

= Ju(a, “Pra, T en)g+ In(@) Vi

The matrix J s in (10) describes how target pose change
in Yo g with respect to changing manipulator pose in Xcg.
The matrix J in (10) describes how target pose change in
Yo r with respect to the pose changing of itself in real word.

In this paper, we do not deal with the prediction of the
target’s motion in the real world, we take account of the
prediction of the target velocity in ¢ based on the joint
velocity g of the manipulator, so we can rewrite (10) as

Bapyy = Julag, “Prar.en)q. (11)

Then the 3-D pose of the target at time ¢ + At can be
predicted based on the motion of the end-effector motion at
time ¢, presented by

OBy (t+ At) =F 4 (1) + TRy At
CR

(10)

(12)

(12) shows Jj; is a function of q,CRTM, €. g can
be considered known from the robot manipulator without
errors, while “®r/(t),“F €,/ (t) is the result of recognition
at time ¢t by using model-based matching in which errors
exist probablely. Then the errors included in Jj; from
CRpar(t),“®epr(t) will lead to incorrect prediction and
cause the recognition errors at the next time ¢ + At. It is
seems as a difficulty in 3-D pose prediction since the errors
may increase exponentially due to such a vicious circle.
However, a proposed “l1-Step GA” method will limit the
increasing errors by correcting the recognition result based
on the prediction at each time ¢, which is explained in detail
in II-C.
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Fig. 2. Coordinate systems

III. 3D MEASUREMENT METHOD

In this paper, we take a rectangular solid block whose
size is known as an example of the target object. However,
other different kinds of shape targets can also be measured
by model-based matching strategy if their size is given, for
example, in [6] a model of fish is used to recognize fish in
real time, and in [7] a model of human face is used for face
detection.

A. Kinematics of Stereo-Vision

We utilize perspective projection as projection transforma-
tion. Fig. 2 shows the coordinate system of our stereo vision
system. The target object’s coordinate system is represented
by X and image coordinate systems of the left and right
cameras are represented by >;; and X;r. A point ¢ on the
target can be described using these coordinates and homo-
geneous transformation matrices. At first, a homogeneous
transformation matrix from ¢ g to Xy, is defined as € FT ;.
And an arbitrary point ¢ on the target object in X o and X,
is defined “Fr; and Mr;. Then “Fr; is,

CRy. _ ORp, M.

13)

Where Mr; is predetermined fixed vectors. Using a homoge-
neous transformation matrix from Xy to Lcg, ie., VT g,
then Wr; is got as,

W’I“i = WTCR CRTi. (14)

The position vector of ¢ point in right image coordinates,
IRy is described by using projection matrix P of camera
as,

Ry — p Oy, (15)

By the same way as above, using a homogeneous transforma-
tion matrix of fixed values defining the kinematical relation
from X1, to Xcg, CLTCR, C'L’I"i is,

Clp, = CLp ., OBy, (16)

As we have obtained '*r;, /X, is described by the following

(17) through projection matrix P.
Ly, — p Clyp, (17)

Then position vectors projected in the ¥;r and X7 of
arbitrary point i on target object can be described /*r; and

. Searching Area .
’ SLn = Sin1USin2U- - USinn

Left image

2-D searching//

2-D searchjng

model: § R\'

Fig. 3. Definition of a solid model and left/right searching models

ILy;. Here, position and orientation of ¥;; based on Ycp

has been defined as ¢ qp - Then (15), (17) are rewritten as,

{ i I i

oy = fr(“Fapyy, Mry).

This relation connects the arbitrary points on the object and
projected points on the left and right images corresponding to
a 3-D pose “fap;, of the object. This measurement problem
of “Bap,,(t) in real time will be solved by consistent
convergence of a matching model to the target object by
a “1-Step GA” which will be explained in section III B.

(18)

B. Model-based matching

The 3-D solid model named S for the target object of
a rectangular block is shown in Fig. 3 (on the top). The
set of coordinates inside of the block model is depicted as
Sin, Which is composed of each surfaces S;, (k= 1,2, -
-,m), the outside space enveloping S;,, is denoted as S,y.
Projecting S;, and S,y onto the 2-D coordinates of left
camera Y.r7,, we have

SLin(CRPar) =D Sping = »_{Fri e R | My =
k=1 k=1
Fr(“fapp M) M€ Singe €R°} - (19)

SL,out(CRq/}M) = {ILri € §R2| ILri = fL(CR’lpMaMri)a

Mri € S € R} (20)

where m<n denotes the number of the visible surfaces. The
projection for the right camera is in the same way. The left
and right 2-D searching models, named Sy and Sg, are
shown in Fig. 3(on the bottom).

We suppose there are many solid models in the searching
area, each has its own pose “%ap,,. To determine which
solid model is most close to the real target, a fitness
function is defined for evaluation. The input images will be
directly matched by the projected moving models Sz, and
Sg, which are located by only “Fap,, as described in (20)
that includes the kinematical relations of the left and right
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camera coordinates. Therefore, if the camera parameters and
kinematical relations are completely accurate, and the solid
searching model describes precisely the target object shape,
then the Sy, ;, and Sk ;, Will be completely lies on the target
reflected on the left and right images, provided that true value
of CRap,, is given.

Here, we use color information to search for the target
object in the images. Let therefore by, (k = 1,2,--- ,n)
denote the hue value of the color in S;, , surface of the
target object. Let h('Lr;) (or h(*Fr;)) denote the hue value
of the searching models at the image position /Zr;(or I fr;).
Then the evaluation function of the left moving surface-strips
model is given as,

Fu(®py) = £ > o(ntr—b)
k=1 ILT'iESL,in,k(CR,l/)]W)
T )
ILriESL,out(CRt/)JM)

where ¢ is the Kronecker delta function defined as

1 n=0
o(n) = { 0 n#o0. 2D
Here A = > ;" ny, ny represents the number of the

searching points in Sr, ;, k. It is a scaling factor that nor-
malized Fr,(“Fap,,) < 1. In the case of Fy(“Fap,,) < 0,
Fr(“Fap,,) is given to zero. The first part of this function
expresses how much each color area of Sy, ;, defined by
CRajy,r lies on the target being imaged on the left and right
cameras. And the second part is the matching degree of its
contour-strips. The difference between the internal surface
and the contour-strips of the surface-strips model can make
the estimation more sensible, especially in distance recogni-
tion between the target to the cameras which determine the
size of the flat models. The right one is defined in the same
way. Then the whole evaluation function is given as

F(“Rapy) = (FL(“Fappy) + Fr(“Fapy) /2.

Equation (22) is used as a fitness function in GA process.
When the moving searching model fits to the target object
being imaged in the right and left images, then the fitness
function F(“Fa),,) gives maximum value.

Therefore the problem of finding a target object and de-
tecting its position/orientation can be converted to searching
CRajy,, that maximizes F(“®ap,,). We solve this optimiza-
tion problem by GA, which will be explained in the next
section. The genes of GA representing possible pose solution
CRap 4 is defined as,

(22)

01---0100---0111---0101---0101---1101---10.
—_—

12bit 12bit 12bit 12bit 12bit 12bit

The 72 bits of gene refers to the range of the searching
area: —150 < t, < 150[mm], 0 < t, < 300[mm], 650 <
t. < 950[mm], and —0.5 < €1, €2, €3 < 0.5 which represents
almost the same range of —60 < roll, pitch, yaw < 60[deg].

Recognition Feedforward Block

Chapry = JTar dq

I
I
I
I
CRy) !
: %aa 1
. X |
F)} 1 MOTION OF INDIVIDUALS :
1 ~d+1 . 1
1 Clpga =T abga + Tapy At :
1
_________________________ I
Raw image CR..it1
CAMERA u; GAM
STEP-GA-EVOLUTION e Knt?wledge of
with Model-based object recognition object shape
PA-10 Robot .
(7-Link Manipulator) Recognition result

Fig. 4. Feedforward recognition system

Using (12), the pose of the individuals CR1/JG 4 1n the
next generation can be predicted based on the current pose,
presented by

O =% i+ ORiby AL, (23)
where 7 represents the number of the generation.

The recognition system of the proposed method is shown
in Fig. 4. Since the effect on the recognition from the dynam-
ics of manipulator can be compensated. Thus, recognition by
hand-eye cameras will be independent of the dynamics of the
manipulator, robust recognition can be obtained the same as
using fixed cameras.

C. On-line Evolutionary Recognition

Here, we use v instead of %4, for a clear explanation.
In fact we cannot always guarantee the highest peek 1™ (¢)

P () = {9 (1) | max F(3(1)) }, 24)
Pper
in the filtered image coinsides with the actual pose of the
target object 'zbObj(t) in raw images, however we can set
such an environment and elaborated function F'(t(t)) related
to matching model so that ¥™*(¢) should correspond to
" (£)). Then the problem of recognition of a target object
is converted to an optimization problem of F'(v)(t)).
F(1(t)) is used as a fitness function in Genetic Algorithm
(GA) to find """ (t) through i-th gene (i = 1,2,--- ,p) of
j-th generation, ] (jAt),

"/’;‘naz(t) = {1/’”(75) ‘ miaXF(¢i,j(t))}-

13

(25)

Assuming the time “ ¢ ” be fixed to the current time the
problem to find 1" (¢) in the current input image through
GA process is described as

PO () O qpmar (g,

where the above convergence to target pose 1""**(t) can be
thought generally to be guranteed with appropriate parameter
setting.

To recognize a target in a dynamic image input by video
rate, 33 [fps], the recognition system must have real-time
nature, that is, the searching model must converge to the

(j = 00), (26)
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Fig. 5. (a)Simulation experiment system created by OpenGL. (b) coordinate
systems of simulation experiment

fish in the successively input raw images. To give the GA
process the real-time nature, the evolving process

P, (1) erolye P, ;(t+ At)

is executed only one time within the time interval of At.
We named it as “l-step GA”. Should the converging speed
of the model to the target in the dynamic images be faster
than the moving speed of the target, then the pose indicated
by the highest gene represents the target’s actual pose at the
time. The on-line measurement of target’s pose by 1-step GA
optimization can be written as

[P () — ()] <e,

where e represents tolerable extent as a observing error.
We have confirmed that the above time-variant optimization
problem to solve ,,,..(t) maximizing F'(¢(t)) could be
solved by 1-step GA through several experiments [6].

27)

(28)

IV. RECOGNITION SIMULATION

To verify the effectiveness of the proposed MFF recog-
nition method, we conduct the simulation experiments to
recognize a rectangular solid block(100mm x 150mm x
200mm) with symmetrical colored surfaces, shown in Fig.
5(a). We compare the recognition using “l-step GA ” with
that using “1-step GA + MFF” under a given trajectory of the
end-effector. To see clearly the result of proposed method,
here, we keep the target object static, so the motion in the
camera view is just from the motion of the end-effctor.

A. simulation condition

The simulation experiment is performed using software
”Open GL”. Here, a manipulator modeling the actual 7-link
“PA-10” is used, and two cameras are mounted on its end-
effector, shown in Fig. 5.

A trajectory of end-effector is given as a circle with a
fixed distance to the target and keeping the eye-line (z axis
of X r) passes the center of the target. The initial hand pose
is defined as v and the homogeneous transformation matrix
from X g, to Xy is

0 0 1 918
W -1 0 0 o
Teo=1 0 -1 0 455 (29)
0 0 0 1

150 gy s Eoypa

50 Brg 5 Py
5

[mm]
1

X Position
Y Position [mm

0 952 1904 2856 3808 476 512
0 952 19.04 2856 3808 476 57.12 W
time [s]

time [s] (b)
(@)
30 0.05
=
5 K] B
. £ o0 €150
20 < JE— %
]
<5 2 001 €1E
o =
£ 5 = 001
£ By, E
N B Z 003
ZE =)
5 -0.05
0 918 1836 2754 3672 459 5508 0 952 1904 2856 3808 476 5712
time [s] time [s]
(c) (d)
0.15 005
= =
H
§ 01 £ 003 253&1
= 3 — By,
005 T 35
S 0 =3
a @ 001
£ -0.05 E)GZEd H
Z 01 — Bgp A
= o1 -0.05
0 952 1904 2856 3808 476 5712 0 952 1904 2856 3808 476 5712
time [s] time [s]
(e) ®

Fig. 6. Desired hand trajectory ©04)p,(t) and the actual trajectory
Eoap - (t) with dynamics, w = 0.105[rad/s].

The desired hand trajectory expressed in X g, is

Eoxpa(t) = d * sinfq(t)

?yEd(t) =0
02pd(t) = d — d * coshy(t)

Foeipa(t) =0 G0
eapa(t) = sin edz(t)

EOEgEd(t) =0

where d = 800[mm), 04(t) = 15sin(wt)[deg], w represents
the frequency of end-effector’s motion. By using (30), (29),
the desired hand trajectory can be expressed in Xy as

W pa(t) =" Ty, PoTp4(t). (31)

The desired hand pose and the actual hand pose in X,
obtained by PD control are shown in Fig.6 when (w =
0.105[rad/s]). It can be found that there is oscillation in
the actual hand trajectory at the first 30 seconds due to
the dynamics of the manipulator, which would make the
recognition of the object more difficult because the hand-
eye camera is moving together with the manipulator. The
effectiveness of MFF method that is proposed to solve
this kind of problem will be evaluated in the following
simulation, in which the target object is assumed to be static
in Yy, set as “Fap,,(0) = [0, 155[mm)], 800[mm],0,0,0]T.

B. simulation result

We compare the methods of “I-step GA 7 and
“l-step GA + MFF” by changing the moving
speed of end-effector, that is, changing w as w =
0.105[rad/s],0.157[rad/s], 0.314[rad/s] (corresponding to
the periods T = 60[s], 40[s], 20[s]).

Fig. 7 shows comparison of the methods “l-step GA ”
and “I-step GA + MFF” under w = 0.105[rad/s]. The
true values of the 3-D pose of the target object in Y¢cg
are represented by “Fap,,. The recognition results using
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Fig. 7. Comparison of the recognition by “1-step GA ” CRQZ)M and by “
MFF + 1-step GA” ©Fap* 1, under w = 0.105[rad/s)].

only “I-step GA ” without MFF method are represented by
CRqj, ., and the recognition results using both “1-step GA ”
and MFF are represented by “%4)* ;. Due to the dynamics
of the manipulator, the target object can not move smoothly
in the images. Fig. 7(a), (b) show the obvious unstable
motion during the first 30 seconds. Such oscillations surely
bring difficulty to object recognition and the oscillations are
increasing when the speed of the end-effctor is faster (see
later simulations).

Compare the recognition results using “I-step GA ” and
“l-step GA + MFF” in Fig. 7, the “1-Step GA” can not
recognize precisely, expecially in the oscillation time. On
the other hand, “1-step GA + MFF” gives more correct result
even in the oscillation time. The error between “F4),, and
CR{ZJ* a using “1-step GA + MFF” is smaller than that of
using “1-Step GA”, as shown in the first rank of Table 8. It
has been confirmed that MFF method can compensate the
fictional target motions in the camera view induced by the
end-effctor’s motion, the recognition became robust to the
dynamics of the manipulator. In other words, recognition by
hand-eye cameras can be independent of the manipulator,
and robust recognition can be obtained the same as using
fixed cameras by MFF.

The figures of simulations for comparisons of the meth-
ods “l-step GA ” and “l-step GA + MFF’ under w =
0.157[rad/s] and w = 0.314[rad/s] are not shown here.
But the evaluated results are shown in Fig. 8. We can see
that using only “l-step GA ”, the mean value of the fitness
function, defined as F, from Os to 40s gets lower, and the
root-mean-square value of the error of position/orientation,
defined as A“Fap,,, gets bigger (to about 33[mm],12[deg])
along with w changing from 0.105[rad/s] to 0.314[rad/s].
By “l-step GA + MFF”, the end-effector’s motion has been
compensated completely, even the end-effector moves faster
and faster, both F" and A€}, are not changed much (about

F, AT Wlradsll 0105 | w=0.157 | w=0314

F 0.8026 0.7371 0.6280
AER%'M [mm] 31742 34841 7.6398
1'step ﬁcﬁ‘gM [mm] 35439 4427 21.7151
GA ACREM [mm] 149828 17.1283 338106
ACF, 1M 00188 0.0251 00494
CR5~2M 00203 00323 0.0656
Ay 0.0053 00072 0.0091
F 0.9806 0.9764 0.9733
MFF AERI?M [mm] 06235 149 15601
+ Acﬁil_lM [mml] 1.16 1712 1.7493
AC M [mml 28536 5.5322 5.281
1-step ACRE}M 00075 0,008 00086
GA ACRE?M 00091 00092 00098
Aey 00022 0002 0.0029

Fig. 8. Conclusion of simulations

5[mm],2[deg]). It is confirmed that by using MFF recognition
method, the recognition in a dynamic hand-eye system is
invariant, just like using a fixed camera system.

V. CONCLUSION

We have proposed a 3D pose measurement method which
utilizes an evolutionary recognition technique of GA and a
fitness evaluation based on a matching stereo model whose
pose is expressed by unit quaternion. A motion-feedforward
compensation method is proposed to improve visual recog-
nition dynamics, which become worse by disturbing hand-
eye motion during visual servoing of the robot manipulator.
Simulation results have been verified the effectiveness of the
proposed MFF method to recognize the pose of a target
object being affected by dynamical oscillations of hand-
eye cameras. Some experimental validations of the proposed
method will be shown in the conference presentation, includ-
ing the real-time visual servoing to a moving 3D moving
target.
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