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Abstract— This paper presents a pose measurement method of a 3D object. The proposed method utilizes
an evolutionary search technique of the genetic algorithm (GA) and a fitness evaluation based on a matching
stereo model whose pose is expressed by unit quaternion. To improve the dynamics of recognition, a motion-
feedforward compensation method is proposed for the hand-eye system. The effectiveness of the proposed
method is confirmed by the simulation experiments.
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1. 緒言

ビジュアルサーボは，運動中の対象物体の認識及び
ロボットの運動制御という技術的課題を含み，運動中
の対象物に対して何らかの作業を行うことが可能とな
るため，ロボットの応用範囲を広げる技術的課題であ
る．本論文では実時間３次元物体の位置/姿勢計測法の
提案を行う．
ビジュアルサーボ系はフィードバッククループ内部
に視覚センサーを含むため，ビジュアルサーボ系の問
題点として視覚センサーの認識時間の遅れが問題とな
る．これは認識系の中に存在するダイナミクスが原因
であり、この視覚センサーの遅れを補償するため，物体
の運動を予測しながらハンドを動かすことが重要にな
る．物体の運動モデルと非線形オブザーバを導入する
ことによって，物体の運動を予測する手法 [1]が提案さ
れが、非線形オブザーバを用いて正しい推定値が得ら
れたあとは遅れが解消されているが，誤差の小さい推
定値が得られるまでに時間がかかるという問題は残っ
ている（誤差がない推定値は理論的に無限の時間がか
かる）．初期の推定誤差より制御系が不安定になって
しまう場合も考えられる．また，オブザーバを用いる
と，高次の運動モデルに対して演算量が多くなるとい
う欠点がある．Lucaらは非線形オブザーバを用いて，
既知のカメラの運動からカメラから対象物までの距離
“Z”値を推定する方法を提案した [2]．しかし，初期時
刻 “t=0”では正しく推定できず，ある時間の後 “Z”値
の推定誤差は次第に減少する．また，単眼であるため
既知のカメラの運動が必要であり，ハンドが動かない
カメラ固定の状態では推定できない．一方，一般的な
ＣＣＤカメラのサンプリング周期は 33[ms]，関節サー
ボ系のサンプリング周期は 1[ms]程度とこれらの間に
は大きな差がある．サンプリング周期が 1[ms]と非常
に高速な画像処理を行うことができるビジョンチップ
を用いると予測や補償などを用いなくても，高速移動
物体の追従が可能になる [3]．しかし，この高速ビジョ
ンシステムの高価で広く実用化することは難しい．
本研究では，複眼を持つハンドアイマニピュレータ
が運動中に対象物の３次元位置・姿勢を認識するとき

のダイナミクスの改善のためのMotion-Feedforwardと
呼ぶ補償方法を提案する．ここでは，省略するために
MFFと呼ぶ．ビジュアルサーボ時のロボットの動きを
認識部にフィードフォワードすることによって，認識
系はハンドアイの位置・姿勢の変化に影響を受けない
という特徴を持つ．MFFを用いて，ロボットが物体の
真の運動とハンドアイが動くことによる相対的な運動
を区別することができるため，“t=0”からロボットの
動きによる対象物の運動を予測できる．また，非線形
オブザーバのように正しい推定まで “無限”の時間は必
要がない．
2. Motion-Feedforward（MFF）法
我々人間はいつも自分の運動より対象物の運動を予
測している.　こういう能力をロボットが持っていれば
もっと知能化に近づけると考える. ロボットのビジュ
アルサーボは，マニピュレータの手先に CCDカメラ
が装着されるアイ・イン・ハンドシステムを用いるこ
とが多い．その場合，カメラから見た対象物の動きは
二つの要素：物体の実際の運動とカメラを装着したマ
ニピュレータの運動に影響される．本研究では，マニ
ピュレータの運動（関節角速度）を観測して，マニピュ
レータの運動からカメラから見た対象物の位置/姿勢を
予測することに着目する.
ここで，ロボットの基準座標系 ΣW , 物体の座標系

ΣM , 右のカメラの座標系を ΣCR とする. ハンドの手
先座標系ΣH とし、右のカメラの座標系ΣCRと似通っ
て一致すると考えられる.
さて移動する座標系 ΣCR，ΣM 間の相対的移動速度
について考える. 図 1 に示すように ΣW を基準にと
り，ΣW から ΣCR へのベクトルを ΣW で表したもの
を W rCR, ΣW から ΣM へのベクトルを ΣW で表した
ものをW rM とする. またΣCRからΣM へのベクトル
を ΣCRで表したものを CRrCR,M とする. 本研究では
カメラがロボットハンドの手先に装備されるので，カ
メラの速度とハンドの手先の速度は一致すると考える.
そのため，ΣCRと ΣW の回転行列 W RCRは関節速度
の関数になる.このとき次の関係が成立する.

CRrCR,M = CRRW (q)(W rM −W rCR(q)). (1)



P
M

P
CR

(
P
H
)

P
W

WrM

WrCR

WRCR
CRrM

Fig.1 coordinate system

式 (1)を時間について微分すると

CRṙCR,M = CRRW (q)(W ṙM −W ṙCR)+S(CRωW )
CRRW (q)(W rM −W rCR(q)). (2)

ただし記号 S(·) は，任意の三次元ベクトル a =
[ax, ay, az]T に対して，

S(a) =




0 −az ay

az 0 −ax

−ay ax 0


 . (3)

を意味する．
本稿では，「4元数」クォータニオン（Quaternion）を
用いて対象物の姿勢を表す．クォータニオンを使うと
き，オイラ角、アングル/アクシス表現などで問題とな
る特異姿勢の問題を避けることができるので，３次元
剛体の姿勢制御やロボットマニピュレータ制御などに
適応する研究が盛んに行われている．ここで，ΣCRを
基準としたΣM の回転角をクォータニオンで CRQM =
{CRηM ,CR εM}とする．CRεM から CRηM を導出でき
るため，三元数CRεMだけで対象物の姿勢を表す．ΣCR

を基準とした ΣM の座標原点の移動量を CRrCR,M と
すると，対象物の位置/姿勢は次の式で表される．

CRψM =

[
CRrCR,M

CRεM

]
. (4)

ここで，CRrCR,M = [tx, ty, tz]T , CRεM = [ε1, ε2, ε3]T .
対象物の位置/姿勢速度を次の式で定義する．

CRψ̇M =

[
CRṙCR,M

CRε̇M

]
. (5)

回転速度に関して，カメラ座標系 ΣCR の角速度を
ΣW で表したベクトルをW ωCR，物体の座標系ΣM の
角速度を ΣW で表したベクトルを W ωM とするとき，
ΣCR から見た対象物の回転角速度 CRωCR,M は

CRωCR,M = CRRW (q)(W ωM −W ωCR). (6)

ΣCRから見た対象物の位置速度 CRṙCR,M を式（2）で
表し，姿勢速度 CRε̇M と回転角速度 CRωCR,M との関
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係は

CRε̇M =
1
2
(CRηMI − S(CRεM ))CRωCR,M (7)

となる．
カメラの速度はハンドの手先の速度と等しくヤコビ
行列 J(q) = [JT

p (q),JT
o (q)]T を用いて表現できる. こ

こで，手先の並進速度と関節速度との関係を表したヤ
コビ行列の上３行 Jp(q)，手先の回転角速度と関節速
度との関係を表したヤコビ行列の下３行は Jo(q)と表
現される.

W ṙCR = Jp(q)q̇, (8)
W ωCR = Jo(q)q̇, (9)

S(CRωW ) = −CRRW (q)S(W ωCR)W RCR(q)

= −CRRW (q)S(Jo(q)q̇)W RCR(q).
(10)

式（8）,（9）,（10）を用いて式（2）,（7）を書き
直すと， カメラから見た対象物の運動速度

CRψ̇CR,M =

[
CRṙCR,M

CRε̇M

]

=



−CRRW (q)Jp(q) + CRRW (q)

S(W RCR(q)CRrCR,M )Jo(q)
− 1

2 (CRηMI − S(CRεM ))CRRW (q)Jo(q)


 q̇

+

[
CRRW (q) 0

0 CRRW (q)

][
W ṙM

W ε̇M

]

= Jm(q)q̇ + Jn(q)W ψ̇M (11)

を得る．
式（11）を用いれば，ΣCRから見た対象物の位置速
度 CRṙCR,M 及び姿勢速度 CRε̇M とマニピュレータの
関節速度 q̇の関係が Jm(q)で，対象物の実際の位置/
姿勢速度 [W ṙM ,W ε̇M ]T との関係が Jn(q)で簡潔に表
現できる．
本稿で提案したmotion-feedforward（MFF）方法は，
対象物の実際の運動速度を考えずに，式（11）の関係行
列Jm(q)を用いてマニピュレータの関節速度よりΣCR
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Fig.3 (a)Simulation experiment system created by
OpenGL. (b) coordinate systems of simulation
experiment

から見た対象物の位置/姿勢速度を予測することに着目
し，カメラの動きから認識への影響を抑える．そのた
め，W ψ̇M を無視し式（11 ）を書き直して

CRψ̇CR,M = Jm(q)q̇. (12)

となる．
式（12）を用いれば，t+∆t時の対象物の位置/姿勢
を予測することができる．予測した t+∆t時の対象物の
位置/姿勢は CRψ̂M = [CRr̂CR,M ,CR ε̂M ]T と定義し，

CRψ̂M (t + ∆t) =CR ψM (t) + CRψ̇M∆t. (13)

を得る．CRψ̇M∆tは時刻 tの位置/姿勢より将来の時
刻までどのぐらい変化があるかを示す．式（13）を使っ
て∆t後の将来の対象物の位置/姿勢を予測できると考
える．

3. 三次元位置/姿勢計測方法
探索方法としては，まず３Ｄ空間内に対象物と同じ
形状かつ同じ大きさで，位置と姿勢情報を持つ仮想的
な立体モデルを配置する．本研究では，特異姿勢がな
いクォータニオンを用いて対象物や立体モデルの姿勢
を表す．その立体モデルから射影幾何学に基づく射影
変換によって左右画像における２次元探索モデルを求
め，このモデルと画像との間で相関関数値の分布が決
まる．探索する対象物と探索領域に配置した立体モデ
ルが一致すると入力画像中においても，認識対象物と
探索モデルとが一致し，相関関数は最大値を示す．以
下では，相関関数値 F の最大値を与えるψを解く最適
化問題をＧＡで求解するため，F を適合度関数と呼ぶ．

ここで，最大値を与える変数の値の求解方法として，
最適解探索に遺伝的アルゴリズム（ＧＡ）を用いる．
本研究における個体の位置／姿勢はＧＡの遺伝子情報
CRψGA で表す．GAのリアルタイム性の問題に対し，
ここでは目標物体の探索操作の終了を待たずに，探索
中の位置／姿勢の遺伝子の中で最も高い適合度を与え
る個体をその時刻における対象物の位置／姿勢として
出力する実時間遺伝的認識法を適用する. 実時間遺伝
的認識法は “1-Step GA”と呼ばれ，泳ぐ魚をロボット
により捕獲する研究事例より実時間認識が可能である
ことを示した [4]．

MFF認識法を用いると，カメラから見た対象物の動
きをロボットの運動から予測できるので，一旦 GAが
対象物の付近に収束したら，個体をカメラの動きと共
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に動かすことで，ロボットの運動が速くても GAの個
体が対象物の付近に収束することを維持できる．
式（12）の JM (q) を用いて対象物の運動速度

CRψ̇CR,M を求め，それを用いて次の (i + 1)世代の個
体の位置／姿勢を予測することができる.

CRψ̂
i+1

GA =CR ψi
GA + CRψ̇CR,M∆t. (14)

式（14）を用いて予測したカメラ座標内の対象物の運
動速度で GAの個体を動かすことで，カメラの動きに
よる認識への影響を抑えることができる．そこで，カ
メラを動かしても，固定したカメラのように対象物を
認識することができると考えられる．

4. シミュレーション
提案した 3D位置/姿勢計測法と実時間認識法を用い

て，直方体形状の対象物の認識シミュレーションを行
う．対象物は，各面に赤，緑，青の色を持ち，大きさは
(x, y, z) = (250, 100, 150)[mm]である．Fig. 3(a)に作
成したシミュレータの画面を示す．Fig. 3(b)にシミュ
レータシステムの各座標関係を示す．
対象物の目標の姿勢変化は，

W ε3M = sin(15sin(ωot)/2) (15)

と与え，他のパラメーターは (W txM ,W tyM ,W tzM ) =
(−75, 150, 800)[mm], (W ε1M ,W ε2M ) = (0, 0)に設定す
る．対象物の運動の周波数はωo，マニピュレータの周波
数は ωと定義する．ここでは，ωo = 0.125[rad/s]と設
定する．マニピュレータが動かない場合はω = 0[rad/s]
となる．

(1) 手先を左右往復並進する状態の認識 ( Fig. 4(a))
ここでは，マニピュレータは ΣW の y軸方向を左右
往復並進という目標軌道 (目標軌道の説明が省略)を設
定した．マニピュレータの初期の状態を Fig. 3(b)に
示す．ここでは，初期探索対象物位置/姿勢が既知であ
ると仮定する．つまり，t = 0のとき探索立体モデルは
探索対象物の真の位置/姿勢情報を持つので，探索され
た位置/姿勢は探索対象物の真の位置と一致する．
ここではまず F の最大値を FM とし，時刻を

t1, t2, · · · , tn と定める．このとき

F̄ =
1
n

m∑

i=1

FM (ψti
) (16)
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Fig.5 Conclusion of simulation under motion “A”

を適合度の時間平均値と定義する．また，探索された
位置/姿勢 ψM (ti)と探索対象物の真の位置/姿勢との
差を認識の位置/姿勢誤差 ∆ψ と定義し，∆ψ(ti) =
[∆x,∆y, ∆z, ∆ε1,∆ε2,∆ε3]T と表す．位置/姿勢の誤
差の rms値は，

∆̃ψ = [∆̃x, ∆̃y, ∆̃z, ∆̃ε1, ∆̃ε2, ∆̃ε3]T

∆̃p =

√√√√ 1
n

(
m∑

i=1

∆̃p
2
(ti))

∆p = ∆x,∆y, ∆z, ∆ε1,∆ε2,∆ε3. (17)

と定義する．
本シミュレーションでは 0[s]から 72[s]までの各世代
の最大適合度の時間平均値 F̄ と位置/姿勢の誤差の rms
値 ∆̃ψを用いて認識性能を評価する．クォータニオン
で姿勢を表すとき，変数 ε1, ε2, ε3 は単位が明確でない．
対象物が x軸より角度 1[deg]で回転した姿勢はクォー
タニオンで表すと ε1 = 0.008, ε2 = 0, ε3 = 0になる．
つまり，0.008のクォータニオンの値は角度約 1[deg]を
表すことが分かる．

Fig. 5は異なるハンド周期運動の角周波数 ωでのシ
ミュレーションの F̄ と ∆̃ψを計算してまとめたである．
MFFを用いない “1-step GA ”だけで認識する場合は
マニピュレータの周波数 ω は 0[rad/s]から 0.5[rad/s]
まで増加するとともに，各世代の最大適合度の平均値
F̄ は小さくなって，位置/姿勢の誤差の rms値 ∆̃ψ は
大きくなる．最大位置誤差は約 35[mm],最大姿勢誤差
は約 12[deg]になってしまう．つまり，認識の性能はだ
んだん低くなる．“1-step GA + MFF”を用いるとき，
マニピュレータの運動速度が速くなっても，F̄ と ∆̃ψ

はあまり変化しない．位置誤差は約 3[mm],姿勢誤差
は約 1[deg]程度と維持している．MFF認識法，マニ
ピュレータの運動から認識への影響を抑えて，固定し
たカメラと同じように認識できることを Fig. 5は示し
ている．

(2) 手先を左右往復回転する状態の認識 ( Fig. 4(b))
ここでは，マニピュレータは左右往復回転という目
標軌道 (目標軌道の説明が省略)を設定する．左右往復
回転運動というのはカメラから見た対象物の位置を変
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Fig.6 Conclusion of simulation under motion “B”

化させずに，姿勢だけで左右回転するためのマニピュ
レータの運動である．ここでも，初期のときの探索対
象物の位置/姿勢が分かると仮定する．
また，Fig. 6に Fig. 5と同じような三つの角周波
数でのシミュレーションの F̄ と ∆̃ψをまとめる．Fig.
6より，“1-step GA + MFF’を用いるとき，マニピュ
レータの運動速度が速くなっても，ハンド静止時に得
られる高い F̄ と低い ∆̃ψを維持することができる．提
案した “1-step GA + MFF”認識方法の有効性を再び
確認した．

5. 結論
本研究では，動画像中から対象物の位置／姿勢六変
数を同時に認識することを目的として，Model-based
Matching法とＧＡを用いて 3次元位置／姿勢計測法を
提案した．また，マニピュレータの手先に CCDカメ
ラが装着されるアイ・イン・ハンドシステムを用いて
認識する場合は，マニピュレータの運動が対象物認識
に与える影響を抑えるために “1-step GA + MFF”認
識方法が有効であることを示した．
将来的には，実際にロボットマニピュレータによる対
象物（六変数）へのビジュアルサーボを行いたい．“1-
step GA +MFF”を用いてロボットが物体の真の運動
と自分の動きからの偽の相対的な運動を区別でき，マ
ニピュレータの運動から認識への影響を抑えることで
より安定的なビジュアルサーボを期待する．
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